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Abstract - India's dependence on wheat grows day by day with increasing population. To forecast regional and 

worldwide food security and commodities markets, accurate yield forecasting is required. Machine-learning 

algorithms can properly estimate wheat output for the country two months before the crop matures, according to 

a recent study published in Agricultural and Forest Meteorology. 

When the predictive power of a conventional statistical technique is compared to the predictive power of 

machine-learning algorithms, the machine-learning algorithms consistently beat the old method. Scientists have 

produced reasonably accurate agricultural production predictions using climatic data such as temperature, 

weather, and satellite data, or both, in recent years. The researchers were able to estimate wheat production with 

around 75% accuracy two months before the conclusion of the growing season using climate and satellite data. 

We use machine learning to develop models that can forecast the likelihood of losses and investigate the most 

important variables.  

In this project we would like to predict the winter weather yield in India by a given weather features and raw crop 

physiological features (such as NDVI, day in season). 
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1.INTRODUCTION  

Accurately and timely estimating winter wheat yield in India is highly required as its considered as one of 

the three top grains. Researchers have been working on improving agricultural production prediction 

using a variety of techniques, including empirical statistical models and process-oriented crop growth 

models, over the past few years. These models have a limited spatial generalisation capacity, which makes 

them challenging to apply to wider regions. 

Machine learning has proven to be effective in data mining and agricultural studies, such as crop 

classification and yield prediction. Crop yield prediction on a wider scale often necessitates a huge quantity 

of data and complicated data processing, implying expensive acquisition and processing expenses. 

Machine learning approaches can help yield prediction models improve dramatically. Many studies 

included factors that were dependent on the whole growing season, which meant that the ultimate yield 

couldn't be predicted until the harvesting day. Finding the optimal moment to record the features of crop 

growth can help to enhance yield performance. 

Here we try to predict the winter weather yield by a set of  data consisting of 

=> Location and time(county name, state, latitude, and longitude), raw  

=> Weather features (temperature, precipitation, wind speed, and pressure)  => Raw crop physiological 

features such as NDVI, day in season, and yield.  

Here we user different machine learning algorithms by scikit learn library includes linear regression, SVM, 

and Decision Tree to train the model for predicting yield.  
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2. Literature Survey  

2.1 Shastry et al. (2017) fitted various regression models to forecast the crop yield in India by using 

data mining techniques. Maize, wheat and cotton crop yield  are selected to study using  time series data, 

soil and weather parameters. The regression techniques can be fitted well for yield forecasting for the crop 

yielddata.  

The outcomes demonstrated that the proposed regression growth model is a suitable method for 

forecasting yield production of wheat, maize and cotton. 

2.2 Panwar (2014), studied the forecasting of growth rates of wheat yield of Uttar Pradesh through 

nonlinear growth models.The yield data collected for the period of 1970 – 2010 of wheat crop in Uttar 

Pradesh.  

In the studies of the various goodness of fit, results indicated that logistic model fitted well followed by 

Gompertz and Monomolecular growth model for forecasting of wheat production in UP. 

3. REQUIREMENTS  

3.1 Algorithms: 

✓ Regression: simple, avoid overfitting.  

✓ SVM (polynomial): catch interaction weather features  

✓ DecisionTree: When have a lot of “leaves”, in our case the yield values  

3.2 Datasets: 

✓ All of the datasets utilised in the study came from the Indian government's easily available 

databases.  

✓ Only a small number of key parameters with the greatest influence on agricultural production 

were chosen for the current study from the large initial dataset. 

 

3.3 Tools Needed 

 

• Scikit-Learn  

It is a machine learning software that is open-source. Because it is applied for many purposes, it is 

a unified platform. Regression, clustering, classification, dimensionality reduction, and 

preprocessing are all aided by it. NumPy, Matplotlib, and SciPy are the three primary Python 

libraries that Scikit-Learn is built on top of. Additionally, it will assist you in both testing and 

training your models. 

 

• Jupyter Notebook  

One of the most commonly used machine learning tools is Jupyter notebook. It's a platform that 

can process data quickly and efficiently. It also supports three languages: Julia, R, and Python. 

 

 

4. IMPLEMENTATION  

4.1 Dataset Used  

● All of the information utilised in the study came from the Indian government's freely accessible 

records, and only a small number of key characteristics with the greatest influence on agricultural 

production were chosen for the study from the large initial dataset. 

● Here is how the dataset looks like (given below) 
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5. WORK FLOW OF THE PROJECT  

5.1 Fit the Models 

✓  Load Data  

✓  Prepare Data  

✓  Train algorithm  

✓  Fit the model on training data set  

✓  Save the model to disk 

Once All of the models are saved 

✓ Make Prediction on Test data using each of the 3 models  

✓ Calculate Accuracy Score  

After we get accuracy score in each of the models  

✓ Compare Accuracy Scores  

✓ Choose the best model  

✓ Apply the best model on test data 

 

5.2 Data Exploration And Munging  

✓ A small number of places report measurements for less than 14 days out of the whole 365-day 

period each year. 

✓ The data for these places was deleted. 

✓ Each year, 5% of the sites were eliminated using this method, accounting for only 0.2 percent of 

the raw data. 

✓ ✓ As given, the data set was already quite clean and comprised just a tiny number of missing or 

NULL/NaN values. 

✓ Several unnecessary columns were dropped.  

✓ Two types of weather features in the dataset are important 

 =>  Temperature  

 =>  Accumulated precipitation 
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Temperature is important as  temperatureMax and temperatureMin, determines the daily accumulated 

heat (GDD = (temperatureMax + temperatureMin) /2 - TemperatureBase).  

The accumulated precipitation is important  because it  determines if wheat can get enough water supply. 

DayInSeason determines will wheat can grow longer. The longer it grows, the more biomass (yield) it can 

accumulate. 

 

The kept columns included  

✓ precipAccumulation  

✓ temperatureMin  

✓ temperatureMax  

✓ average temperature  

✓ DayInSeason  

✓ Soil Temp  

✓ Wind Speed  

✓ Solar Radiation  
 

5.3 Using different models to fit training data 

 

For calculation of accuracy score we have chosen three models  

✓ Linear regression  

✓ SVM  

✓ DecisionTree  
 

Linear Regression Model  

#import the libraries 

import pandas as pd  

import numpy as np  

import matplotlib.pyplot as plt  

%matplotlib inline  

dataset = pd.read_csv('D:\Datasets\wheat_data.csv')  

dataset.shape # display no of rows and columns  

dataset.head() # display first 5 rows 
 

#Prepare Data  

y=data.yield 

# y is target column to predict  

x=data.drop('yield',axis=1)  

#take all rows data of all columns except yield column 

#Split Data  

from sklearn.model_selection import train_test_split  

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.2, random_state=0)  

#The line test_size=0.2 suggests that the test data should be 20% of the dataset and the rest should be train 

data  

#Train algorithm  

from sklearn.linear_model import LinearRegression  

model = LogisticRegression()  

model.fit(X_train, Y_train)  

# save the model to disk  

International Journal of Scientific & Engineering Research Volume 12, Issue 6, June-2021 
ISSN 2229-5518 1461

IJSER © 2021 
http://www.ijser.org

IJSER



5 
 

lr_model_file = 'lr_model.sav'  

pickle.dump(model, open(lr_model_file, 'wb'))  

 

5.4 SVM  Model  

#Apply Polynomial Kernel 

 from sklearn.svm import SVC 

 svclassifier = SVC(kernel='poly', degree=8)  

 svclassifier.fit(X_train, y_train) 

 svm_model_file = 'svm_model.sav'  

 pickle.dump(model, open(svm_model_file, 'wb')) 
 

5.5 Decision Tree Model  

#Apply Decision Tree 

from sklearn.tree import DecisionTreeClassifier  

classifier = DecisionTreeClassifier()  

classifier.fit(X_train, y_train) 

dt_model_file= 'dt_model.sav'  

pickle.dump(model, open(dt_model_file, 'wb'))  
 

5.6 Prediction using the models and finding accuracy scores  

# load the  linear regression model from disk and find score  

loaded_lr_model = pickle.load(open(lr_model_file, 'rb'))  

lr_result = loaded_lr_model.score(X_test, Y_test)  

# load the  svm model from disk and find score  

loaded_svm_model = pickle.load(open(svm_model_file, 'rb'))  

lr_result = loaded_svm_model.score(X_test, Y_test)  

# load the decision tree  model from disk and find score  

loaded_dt_model = pickle.load(open(dt_model_file, 'rb'))  

lr_result = loaded_dt_model.score(X_test, Y_test)  

 

Out of the above three Models Linear Regression seem to give more accurate result.  
 

6. System Design 

 

 

International Journal of Scientific & Engineering Research Volume 12, Issue 6, June-2021 
ISSN 2229-5518 1462

IJSER © 2021 
http://www.ijser.org

IJSER



6 
 

 

7. CHALLENGES  

Our main challenge was being unfamiliar with the subject matter. More domain knowledge would have 

helped in engineering more powerful features and provided better intuition in judging performance.  

The compromise was then to use my best judgment for overcoming our limited domain knowledge as well 

as having to make assumption on the concrete business incentive.  

It was also tricky to overcome overfitting completely. Getting more data would have been an obvious 

solution, but for brevity's sake I decided against this effort. Switching to a different algorithm might have 

helped, but (possibly) at the cost of performance. More careful feature engineering has the potential to 

offset this effect. Or using ensemble techniques.  

 

8. SCOPE FOR FUTURE WORK 

✓ While the performance of the model appears quite good, there is also some residual overfitting, 

even after careful tuning.  

✓ In future iterations, these issues could be addressed by: getting more data, engineering additional 

and/or different features.  

✓ We can use Raspberry pi to gather real-time data and use them for real-time prediction.  

✓ We can  use soil moisture sensor, pH  sensor, Temperature and humidity sensor for collecting 

moisture info, pH of the soil, temperature and humidity.  

✓ We can create an IoT Analytics channel, a pipeline, and a data store to store these sensor values  in 

a mysql db/ rds in aws.  

✓ The system can be extended to the mobile application to help the farmers to see the results real-

time.  

9. CONCLUSION  

The study presented in this work introduce practical, cheap, and easy-to-use tool that is useful to increase 

the productivity of farmers , save environmental resources and pursue economic profits.  

More features included in a model can improve the accuracy. However, the "right" feature included in the 

model can significantly improve predicting accuracy.  

(For example, when I exclude latitude and longitude from the model, the accuracy score drops to 0.1. While 

when I include the latitude and longitude, the accuracy score includes to 0.23)  

Using only time series features ( like weather data) to train and predict the label (may not be the best way. 

Especially when the yield is strongly related to other factors like environment condition (weather, soil, and 

geolocation).  

Adding geolocation related data to the dataset which representative geo-features. Such as soil features, 

what soil type for the given geolocations.  
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